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Ode to Scientists and Engineers

Scientists ask WHY

Engineers ask WHY NOT

Scientists wonder at WHAT-IS

Engineers wonder WHAT-COULD-BE

World couldn’t do without either.

Scientists STUDY

Engineers MAKE

And ever the twain shall meet.



What is NLP?

Ans: Language+Computation



NLP

The branch of AI dealing with the study and 

implementation of endowing natural 

language understanding and generation 

ability onto computers. 



A bit of history

• Born in 1940s: need for translating between 

English and Russian- cold war days

• 1957-70: Symbolic vs. Stochastic- rule and 

knowledge based vs. data and probability

• 1970: Logic based NLP- Prolog 

• 1983-93: more of empiricism and reign of data, 

ML, probability- noisy channel, graphical 

model

• 2010 onwards: Neural models, Gradient 

Descent, Backpropagation



Volume of NLP Business

• “The global natural language processing 

(NLP) market was worth $15.7 billion in 

2022. It is expected to grow to $49.4 billion 

by 2027, at a compound annual growth rate 

(CAGR) of 25.7%.” 
(https://www.marketsandmarkets.com/Market-Reports/natural-language-

processing-nlp-825.html)

• Caused by data, ML, systems and architecture

• Lets look at two key developments

• WORD VECTORS and TRANSFORMERS

https://www.marketsandmarkets.com/Market-Reports/natural-language-processing-nlp-825.html
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Two Pillars of NLP

CODED NLP

SYSTEM

LINGUISTICS        +               PROBABILITY

= NLP



Linguistics  Language Insight: 1st 

pillar of NLP

• BEFORE the model operates:

– Preparing the training data; Deciding on the 

annotation scheme (e.g., POS tag labels)

– Guidelines for annotation (e.g., in ‘golf club’, ‘golf’ 

is an adjectival, i.e., noun functioning as adjective)

• AFTER the model has operated

– Interpretation of model output (e.g., “I love being 

ignored” labeled as ‘sarcastic’, incongruity of ‘love’ 

and ‘ignore’)

– Error Analysis (MT of Dravidian languages has 

low BLEU score due to morph complexity) 



Probability  Data Insight: 2nd pillar of 

NLP

• LAW OF LARGE NUMBERS operates

– NN follows JJ 80% of the time: P(NN|JJ)=0.8

– Credibility increases as data increases 

• CENTRAL LIMIT THEOREM operates

– Beyond a threshold (~30) on the amount of data, 

we can use normal distribution approximation, 

whatever the underlying distribution to estimate 

the parameters

– Can use hypothesis testing to ascertain the 

robustness of generalization and also measure 

statistically the PROGRESS (aka, improvement 

over baseline)



Main Challenge: AMBIGUITY (1/3)

• Elderly with young face increased covid 19 

risk (ToI Oct 20)

– Old people with young children…

– Old people whose faces are young…!!!

• Maharashtra reports increased covid-19 cases

– it is reported by Maharashtra Govt. that 

covid-19 cases have increased

– it is the Maharashtra reports that have 

increased covid-19 cases!!!



Ambiguity (2/3)

Incongruity

Ambiguity

Humour



Ambiguity (3/3)

• Vividh Bhartai sakhi saheli 29mar23:

– "aaj kaaryaalay band rakhaa jaayegaa“ 

(today the office will remain closed)

– "aaj kaaryaalay bandar khaa jaayegaa“ 

(today the office will be eaten by a monkey)

• ToI, 3dec22

– “Korea leave Uruguay in Tears” (beat 

Uruguay in FIFA): who was in tears? 

Uruguay place or team? leave--> go or 

cause?



NLP Layers

Morphology

POS tagging

Chunking

Parsing

Semantics

Discourse and Coreference

Increased

Complexity 

Of

Processing

Syntax
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Our NLP Lab at IIT Bombay: Since 2000; Works in 

all areas of NLP- translation, QA, Sentiment and 

Emotion, Natural Language Generation and so on. 



Key Research Areas

Machine Translation

Information Retrieval

Information Extraction

Sentiment Analysis

Lexical Semantics

Cognitive NLP
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LMs, LLMs, Comparisons



LMs everywhere

Machine Translation

Why Language Models?

QA

Writing aid (grammarly uses LLM) Text Encoding 

(Stable Diffusion)



Language Modelling

I like pizza with loads of ______.

Cheese (0.75)

P(cheese|I like pizza with loads of) 

Tree (0.02)

P(tree|I like pizza with loads of) 

Corn (0.46)
P(corn|I like pizza with loads of) 

Previous words 

in the sentence
Word     

to be 

predict

ed

P(cheese| I like pizza with loads of) > P(corn| I like pizza with 

loads of) >> P(tree| I like pizza with loads of)



Two most famous LMs

• InstructGPT: 
– Command/Request/Order  Response

• ChatGPT:
– Carry out a conversation

– Respect context (state), personalization, quality 

and quantity and respond

• Input: I have been promoted

• Appropriate response: I am 

delighted/congratulations/great ..

• Inappropriate: why did they promote you?



Transformer based famous models

• BERT

• BART

• XLM

• MURIL

• INDICBERT

• BIOBERT

and so on



Two Pillars of Transformer

Transformer

Attention                     +               Positional Encoding

= Transformer



A classic diagram and a classic paper

http://nlp.seas.harvard.edu/2018/04/03/attention.html

http://jalammar.github.io/illustrated-transformer/

Vaswani, Ashish, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. 

Gomez, Lukasz Kaiser, and Illia Polosukhin. "Attention is all you need." NeurIPS

(2017).

http://nlp.seas.harvard.edu/2018/04/03/attention.html
http://jalammar.github.io/illustrated-transformer/


Chronology

• IBM Models of Alignment- Brown et 

al. 1990, 1993

• Phrase Based MT- Koehn 2003

• Encoder Decoder- Sutskever et al. 

2014, Cho et al. 2014

• Attention- Bahadanu et al. 2015

• Transformer- Vaswani et al. 2017 



3 stages of LLM based CAI

• Generative Pretraining (GP)

• Supervised Fine Tuning (SFT)

• Reinforcement Learning based on Human 

Feedback (RLHF) 



AI chatbots compared: Bard vs. 

Bing vs. ChatGPT

https://www.theverge.com/2023/3/24/236533

77/ai-chatbots-comparison-bard-bing-

chatgpt-gpt-4



Comparison: Chatbots

Google’s Bard (https://bard.google.com/),

Microsoft’s Bing

(https://www.theverge.com/2023/3/24/23653377/ai-

chatbots-comparison-bard-bing-chatgpt-gpt-4), 

OpenAI’s ChatGPT (https://chat.openai.com/chat#)

https://www.theverge.com/2023/3/21/23649794/google-chatgpt-rival-bard-ai-chatbot-access-hands-on
https://www.theverge.com/2022/12/8/23499728/ai-capability-accessibility-chatgpt-stable-diffusion-commercialization


Recipe for chocolate cake: ChatGPT, the best

• “chose a chocolate cake recipe from one site, a 

buttercream recipe from another, shared the 

link for one of the two, and reproduced both of 

their ingredients correctly. It even added some 

helpful instructions, like suggesting the use of 

parchment paper and offering some (slightly 

rough) tips on how to assemble the cake’s 

layers, neither of which were found in the 

original sources. This is a recipe bot I can 

trust!”



“How do I install RAM into my PC?”

“The instructions should definitely guide people to their 

motherboard manual to ensure RAM is being installed 

optimally. ChatGPT does pick up on a key part of the 

RAM install process — checking your system BIOS 

afterward — but it doesn’t go through another all-

important BIOS step. If you’ve picked up some Intel 

XMP-compatible RAM, you’ll typically need to enable 

this in the BIOS settings afterward, and likewise for 

AMD’s equivalent. Otherwise, you’re not running your 

RAM at the most optimized timings to get the best 

performance. Overall, the advice is solid but still very 

basic. It’s better than some PC building guides, but I’d 

like to have seen the BIOS changes or dual-channel 

parts picked up”



“Write me a poem about a worm” (1/2)

• Anapestic tetrameter: an arcane meter

– 1.“Twas the night before Christmas, when all 

through the house/Not a creature was 

stirring, not even a mouse;

2. The stockings were hung by the chimney 

with care,/In hopes that St. Nicholas soon 

would be there;

3. The children were nestled all snug in their 

beds;/While visions of sugar-plums danced 

in their heads;”



“What’s the average salary for a plumber in NYC? (And 

cite your sources)” (1/2)

• Bing’s cited sources include Zippia, CareerExplorer, 

and Glassdoor

• ChatGPT: gave a ballpark figure, explained that there 

were caveats, and told about what sources one could 

check for more detailed numbers

https://www.zippia.com/plumber-jobs/salary/new-york-ny/
https://www.careerexplorer.com/careers/plumber/salary/new-york/
https://www.glassdoor.com/Salaries/new-york-city-plumber-salary-SRCH_IL.0,13_IM615_KO14,21.htm


“Design a training plan to run a marathon” (1/2)

• “In the race to make a marathon training plan, 

ChatGPT is the winner by many miles.

• Bing linked out to a Runner’s World article. 

This isn’t necessarily an irresponsible decision 

— I suspect that Runner’s World is an expert 

on marathon training plans! — but if I had just 

wanted a chatbot to tell me what to do, I would 

have been disappointed.



I gave this test (1/2)

Read this story and examine everything is right about 

this story: "once a ship was going from England to 

France. After a few days of journey, it was caught in a 

violent storm. The captain tried a lot to steer the ship 

clear from the eye of the storm, but the ship sped to a 

cliff and dashed against it. All those on board died and 

only the captain survived. With a binocular, he could 

spot a spot of jungle very far. With great difficulty, he 

took his articles near the jungle and after going there fell 

unconscious.  He regained consciousness after 3 days. 

After becoming conscious, the captain felt very hungry. 

He fortunately found some potatoes amongst his 

articles.  (cntd.)



I gave this test (2/2)

He managed to get a fire ignited by striking two pieces 

of stone. There were some dry pieces of wood which he 

lighted and boiled the potatoes on the fire and appeased 

his hunger. When he had slept for some time, he woke 

up and found some shining objects on the sand where 

the fire was burnt. He kept these objects with him. After 

several days, he spied a ship far away with the 

binocular. He managed to attract attention of the ship 

with his torn shirt waving it vigorously. The ship rescued 

him from the island. The captain took those shining 

objects with him to England. Later they found interesting 

properties of these shining objects. These objects were 

transparent, but could be used to make containers. The 

material was given the name "glass". This is how glass 

was invented."



ChatGPT response

There are several issues with this story, indicating that it 

is not entirely accurate.

Firstly, glass was not invented by a shipwrecked captain 

as described in the story. The history of glassmaking 

goes back thousands of years and involves the 

contributions of many different cultures.

Secondly, the story implies that glass is made from 

potatoes, which is completely false. Glass is made from 

a mixture of silica, soda ash, and limestone, among 

other materials.



Applications



Automatic Radiology/Sonology 

Reports Generation

1: From Dictation

2. From Image

(EACL21, ACL23)



Scarcity of Radiologists 

● Radiologist to Patient ratio in India is, 1:100,000, the 

corresponding ratio in the US is 1:10,000, and for 

China, it is 1:14,772.

● It results in very high patient inflows, making 

radiologists incredibly busy and stressed out. 

● Current situation of radiology report generation 

causes 

○ significant delays in report turnaround time,

○ errors in the reports, and 

○ burnout.





Workflow

Report Generation 

Using Natural 

Language 

Processing (NLP)

Normal Report 

Template from 

Dataset

Automatic Speech 

Recognition (ASR) 

Engine (Augnito)

Sonologist’s 

Dictation 

(Text)

Sonologist’s 

Dictation 

(Speech Input)

Patient-specific 

Report (Output)



Problem Statement 1 (pertains to 

Ultrasound) (1/2)

Design a system that generates a structured patient-specific

report from radiologist’s dictation and domain knowledge.

• Input

1. Input text (radiologist’s dictation)

2. Generic radiology report with all normal findings

(normal report template)

• Output

3. Radiology report with patient-specific findings

Domain knowledge comes from the Knowledge Graph (KG).



Problem Statement 1 (pertains to 

Ultrasound) (2/2)

Sub-Problem:

Develop a system that automatically constructs a KG of 

essential medical information from radiology free-text 

reports.

○ Input: Radiology free-text report corpus

○ Output: A formalized representation of the essential 

medical information contained within the free-text 

reports in the form of a hierarchical KG



Example of Normal Report and 

Patient Specific Report



Radiologist’s Dictation and 

Pathological Description

Radiologist’s dictation: Chronic pancreatitis.

Pathological description: Pancreas is slightly small, reveals

thin inhomogenous parenchyma. The pancreatic duct is

dilated.

Radiologist’s dictation: Cholecystitis with 3 mm gallbladder

calculus in lumen.

Pathological description: Gallbladder is distended reveals

wall thickening. Feature of note is presence of a calculus

measuring 3 mm noted in lumen of gallbladder.

Radiologist’s dictation: Grade ii fatty liver.

Pathological description: Liver shows moderate increase in

echogenicity.



Example of Concept-expansion 

Graph



Liver Ultrasound KG



KG-BART (Ultrasound)



Quantitative Results

Models

BLUE Score ROUGE Score

1-gram 2-gram 3-gram 4-gram 1-gram 3-gram L-gram

T5-base 0.81 0.74 0.68 0.63 0.88 0.77 0.85

T5-large 0.85 0.80 0.75 0.72 0.88 0.80 0.87

BART-base 0.86 0.82 0.78 0.75 0.90 0.82 0.89

BART-large 0.89 0.85 0.84 0.81 0.92 0.86 0.92

KG-BART 0.93 0.89 0.86 0.83 0.96 0.89 0.94



Error Analysis: Pathological 

Description Generation



Span Identification & 

Replacement

Next



Conversational AI and 

Empathetic Computer



Harvard Business Review: 
https://hbr.org/2015/11/2015-empathy-index

There is a direct link between empathy and commercial 

success. Businesses are more profitable and productive 

when they act ethically, treat their staff well, and 

communicate better with their customers, according to 

the latest Lady Geek Global Empathy Index. The top 10 

companies in the Global Empathy Index 2015 increased 

in value more than twice as much as the bottom 10 and 

generated 50% more earnings. Average earnings 

among the top 10 were up 6% this year, while the 

average earnings of the bottom 10 dropped 9%. (Last 

year’s empathy index can be found here.)

https://hbr.org/2015/01/corporate-empathy-is-not-an-oxymoron


Harvard Business Review: 
https://hbr.org/2015/11/2015-empathy-index (1/2)

There is a direct link between empathy and commercial 

success. Businesses are more profitable and productive 

when they act ethically, treat their staff well, and 

communicate better with their customers, according to 

the latest Lady Geek Global Empathy Index. The top 10 

companies in the Global Empathy Index 2015 increased 

in value more than twice as much as the bottom 10 and 

generated 50% more earnings. Average earnings 

among the top 10 were up 6% this year, while the 

average earnings of the bottom 10 dropped 9%. (Last 

year’s empathy index can be found here.)

https://hbr.org/2015/11/2015-empathy-index
https://hbr.org/2015/01/corporate-empathy-is-not-an-oxymoron


Harvard Business Review: 
https://hbr.org/2015/11/2015-empathy-index (2/2)

LINK

https://hbr.org/2015/11/2015-empathy-index


Wish List

• A Conversational AI Agent Must 
– Understand and respond to Emotion

– Decode Sarcasm, Humour

– Understand rare language phenomena like 

Metaphor, Hyperbole, Irony

– And so on…



A Multi-task Framework for Hyperbole 

and Metaphor Detection

Naveen Badathala, Abisek Rajakumar Kalarani, 

Tejpalsingh Siledar and Pushpak Bhattacharyya, A Match 

Made in Heaven: A Multi-task Framework for Hyperbole and 

Metaphor Detection, ACL 2023 Findings, Toronto, July 9-14, 

2023.

https://arxiv.org/abs/2305.17480


Hyperbole and Metaphor

• A hyperbole is a figurative language in which 

the literal meaning is exaggerated intentionally

• Metaphor makes implicit comparisons to 

something that is literally not true

Input Hyperbole 

(0/1)

Metaphor 

(0/1)

The principal is angry 0 0

I will walk a thousand miles to 

meet you.

1 0

Life is a journey 0 1

The principal is going to cook us 1 1



Motivation (1/2)

Hyperbole and metaphor are common and their 

detection is important, e.g., in the following with a 

chatbot



Not a fiction…

Google Assistant/Siri will turn on 

flashlight in smartphones upon 

saying “Lumos maxima” which is 

a spell used in the Harry Potter 

series



Motivation (2/2)

• Shared characteristics 

of hyperbole and 

metaphor can be 

captured at the 

representational level



Schematic

Input: Sentence

Output: Hyperbole or Metaphor



Dataset

• HYPO, HYPO-L (Hyperbole Datasets)

• LCC, TroFi (Metaphor Datasets)



STL vs. MTL Results - MTL superior (1/2)

10-fold cross

validation over

three different runs

for hyperbole and

metaphor detection

task on the HYPO

dataset.

10-fold cross

validation over three

different runs for

hyperbole and

metaphor detection

task on the HYPO-L

dataset.



STL vs. MTL Results - MTL superior (2/2)

10-fold cross validation

over three different runs

for hyperbole and

metaphor detection task

on the label balanced

TroFi dataset.

10-fold cross validation

over three different runs

for hyperbole and

metaphor detection task

on the label balanced

LCC dataset.



Hyperbole Detection Results - New SOTA!

Precision (P), recall (R) and F1 score for baseline

models compared to our work on HYPO dataset



Qualitative Analysis

• MTL consistently outperforms STL

• We investigate all four combinations of 

hyperbole and metaphor cases and 

observe a similar pattern

Cases where the

MTL-F performs

better than the STL.

H-Hyperbole, NH-

Non Hyperbole, M-

Metaphor, NM-Non

Metaphor. Red

indicates incorrect

detection.



Attention Analysis: 

darker higher attention



Summary

• Discussed nature of NLP

• ML steps in to do ambiguity resolution

• LLMs ubiquitous

• Depending on resource availability: lightest to 

heaviest: 

• LLM+prompts adapater fine_tuning

Pretraining

• ChatGPT currently performing the best

• Applications in health, rare language 

pehnomena like metaphor
Link



Demos

https://e420-103-21-125-76.ngrok-free.app/

https://www.cfilt.iitb.ac.in/ssmt/speech2speech

https://www.cfilt.iitb.ac.in/mtsystem/translate

https://e420-103-21-125-76.ngrok-free.app/
https://www.cfilt.iitb.ac.in/ssmt/speech2speech
https://www.cfilt.iitb.ac.in/mtsystem/translate

